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Abstract. Currently, the research on the fairness of recommender sys-
tems has expanded beyond considering only the interests of users and
product providers. However, the stakeholders of recommender systems
go beyond just users and product providers; the platform that provides
the recommendation service is also an important player whose interests
are currently overlooked in the recommendation algorithm. In this study,
we address this gap by considering the potential gains of the platform
in addition to recommendation quality and fairness among providers.
We analyze the theoretical relationships between recommendation qual-
ity, fairness among providers, and the platform’s potential gains. Sub-
sequently, we propose a fair recommendation strategy that takes into
account the interests of all three parties. Through experiments conducted
on a real-world dataset, we demonstrate that our models successfully
achieve the desired design goals.

Keywords: three-sided interests · fairness of recommendation ·
fairness among providers · platform’s potential gains

1 Introduction

The objective of a personalized recommender system is to provide recommen-
dations to users (customers) by understanding their preferences. Studies have
shown that recommendations significantly impact user decision-making and con-
tribute to a positive user experience [20]. However, it is important to note that
recommender systems involve multiple stakeholders [1–3]. Apart from users,
there are also product providers, the platforms that operate the recommender
system, and other participants.

Users aim to have personalized recommendations that cater to their individ-
ual needs, which is a fundamental objective of existing recommendation algo-
rithms [20]. Simultaneously, the recommended products originate from various
providers. Typically, products ranked higher in the recommendation list tend
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to gather more attention. Consequently, if provider A consistently receives lower
rankings compared to provider B, it leads to a situation where provider A obtains
fewer sales due to reduced exposure of their products in the recommendations
[23]. Thus, it is crucial to ensure fairness in the exposure of products among
providers to prevent dissatisfaction and potential attrition of providers from the
platform.

The platform serves as a mediator by offering recommendation services that
facilitate transactions between providers and users [18]. The platform derives
benefits from charging for product exposure and clicks [6,14,23]. However, if the
platform prioritizes its own revenue generation too heavily, it may lean towards
granting superior positions to products whose providers can afford to pay more.
Unfortunately, such a approach not only diminishes fairness among providers
but also negatively impacts user satisfaction. Ultimately, this results in the loss
of users and the departure of providers from the platform.

It is evident that the objective of recommender systems must expand beyond
solely ensuring user satisfaction to encompass the interests of multiple stakehold-
ers. Currently, there are limited studies focusing on enhancing fairness among
users or providers within recommender systems. Some research, such as [4,9],
addresses fairness among users, while others, such as [17,21,22], tackle fairness
among product providers. Furthermore, a few studies simultaneously consider
fairness among both parties, i.e., users and product providers, in the recom-
mender system. For example, [15,16] examine the fairness among both product
providers and users.

We introduce a novel fair recommendation strategy that considers the inter-
ests of multiple stakeholders simultaneously, including users, providers, and the
platform. This approach represents the first attempt to address the concerns of
all parties involved. Specifically, users’ interests are assessed based on recommen-
dation quality, providers’ interests are captured through fairness in the exposure
of their products, and the platform’s interests are reflected by the revenue gen-
erated from users’ clicks on the recommended products from providers.

Our contributions can be summarized as follows:

1) We analyze the interrelationships among recommendation quality, fairness
among providers, and the platform’s potential gains. Additionally, we propose
the fair recommendation problem, which, for the first time, considers the
interests of users, providers, and the platform.

2) We propose the Fair Recommendation Strategy considering the interests
of users, providers, and the platform (FRS4CPP). FRS4CPP dynamically
adjusts the user’s recommended list while ensuring recommendation quality,
thus promoting individual fairness among providers and serving the interests
of the platform. To implement FRS4CPP, we design three algorithms.

3) We conduct experiments using a real-world dataset of user behaviors on
the Taobao platform, incorporating simulated pay-per-click information. The
experimental results demonstrate that our strategy effectively upholds the
interests of all stakeholders involved.
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2 Related Work

The fairness of recommender systems can be classified from various perspec-
tives [23]. Individual fairness emphasizes equal treatment for each individual,
while group fairness focuses on equal treatment among groups with specific
attributes. In terms of the number of recommendations, fairness can be divided
into cumulative recommendation fairness and single round recommendation fair-
ness. Regarding the stage at which fairness is ensured within the recommender
system, algorithms can be classified into three categories: pre-processing [7], in-
processing [4], and post-processing [12,13,19]. Depending on the stakeholders
within the system, the fairness of recommender systems can be further divided
into three main categories: user-side fairness, provider-side fairness, and fairness
for other stakeholders [2,3].

Currently, most research on recommendation fairness primarily focuses on a
single stakeholder’s perspective, with only a few studies examining fairness from
the viewpoints of both users and product providers.

In terms of user-side fairness, researchers primarily focus on investigating
whether there are systematic differences in the quality or types of recommended
products for different users [1,23]. For instance, [9] addresses the issue of vary-
ing recommendation quality for users with different levels of activity, both at
the individual and group levels, within the context of knowledge graph recom-
mendations. They aim to eliminate or mitigate this unfair phenomenon. Another
study, [4], mitigates unfairness to users by learning a set of adversarial filters and
removing user-sensitive attribute information from graph embeddings. Addition-
ally, [10] considers user preferences from an Envy-Free perspective [5,8], ensuring
that users with similar product preferences are presented with similar recommen-
dations.

Regarding provider-side fairness, the focus is mainly on exploring how
providers can obtain fair opportunities for selection and whether their prod-
ucts meet fairness requirements within user recommendation lists. For example,
[21] proposes explaining the unfair treatment of product providers using non-
sensitive attributes and employs causal graphs to assess unfair treatment. In
[22], provider-side fairness in top-k ranking is quantified by analyzing the distri-
bution of products in user recommendation lists. The fairness of recommendation
based on provider exposure is considered in [17].

A few studies take into account both user-side fairness and provider-side fair-
ness. In [15], the FairRec algorithm is introduced to maximize the exposure of
most product providers while ensuring envy-free fairness among users. Regarding
the impact of platform updating algorithms on the fairness of product exposure,
[16] proposes an integer linear programming (ILP) based algorithm that guaran-
tees stable exposure rates for product providers after algorithm updates, while
ensuring each user’s minimum utility.

The aforementioned studies primarily focus on user-side fairness or provider-
side fairness within recommender systems. However, there is limited research
that considers the interests of other stakeholders. For the first time, we consider
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the simultaneous inclusion of recommendation quality, provider-side fairness,
and the platform’s interests in our study.

3 Fair Recommendation for the Interests of Users,
Providers, and Platform

We consider the application scenario of top-k recommendation, where recom-
mendations are generated based on users’ historical behavior. To ensure a bal-
ance among recommendation quality, fairness among product providers, and the
potential gains of the platform, we propose to reorder the original recommen-
dation list. Specifically, we employ nDCG [11] as a measure of recommendation
quality. Additionally, we quantify the benefits of product providers using Click-
Through Rate (CTR), and Pay-Per-Click (PPC) [14] serves as the basis for
providers to pay the platform.

3.1 Notations

We introduce the following notations:

– U = {u1, u2, . . . , um} denotes the set of users.
– P = {p1, p2, . . . , pn} denotes the set of providers.
– I = {i1, i2, . . . , is} denotes the set of recommended items.
– Lori = {loriu1

, loriu2
, . . . , lorium

} represents the set of original recommendation lists.
– Lrec = {lrecu1

, lrecu2
, . . . , lrecum

} represents the set of recommendation lists out-
putted to customers.

– ip = {ip1, i
p
2, . . . , i

p
l } represents the set of items provided by provider p.

– ip,u = {ip,u1 , ip,u2 , . . . , ip,ut } represents the set of recommended items provided
by provider p in the recommendation list of customer u.

– vu,i denotes the relevance between user u and item i.

3.2 Recommendation Quality

Ideally, in a recommendation algorithm, a user’s recommendation list should
be sorted based on their preferences, reflecting the relevance between the user
and the recommended products. However, when other objectives are introduced,
such as fairness considerations, the item rankings in the list may be adjusted.
As a result, some items with lower relevance may be ranked higher, leading to a
potential decline in the recommendation quality. Therefore, we use the original
recommendation list loriu as a baseline to evaluate the recommendation quality
after adjustments.

To quantify the recommendation quality, we employ two classic metrics from
information retrieval: Discount Cumulative Gain (DCG) and Normalized Dis-
count Cumulative Gain (nDCG).
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3.3 Fairness Among Product Providers

Previous studies on provider fairness mainly focused on measuring the fairness
based on the exposure of products. However, exposure alone does not fully cap-
ture the economic benefits that product providers can potentially gain. In e-
commerce, Click-Through Rate (CTR) is commonly used to measure the eco-
nomic gains of product providers [17]. Therefore, we utilize CTR as a metric to
quantify the possible economic benefits of product providers.

CTRs of Products and Providers. The position of a product in the rec-
ommendation list significantly influences its CTR. We assume that the higher a
product is ranked in the list, the higher its CTR will be. Although there are other
factors that can affect CTR, such as product images displayed on the platform,
we consider the position as the sole factor influencing CTR in this research.

CTR represents the click probability of a product at each position in the
recommendation list and is calculated as follows:

CTR (ip,ux ) =
1

log2 x + 1
. (1)

Since each provider typically has multiple products on the platform, we intro-
duce the concept of CTRs of providers. Let TR denote the total number of rec-
ommendations, and T p

R represent the total number of times provider p appears
in the recommendation lists. The CTRs of provider p are calculated by summing
the CTRs of its products and dividing by T p

R:

CTRp =

∑|U |
j=1

∑|ip,uj |
x=1 CTR(ip,uj

x )
T p
R

(2)

Fairness of CTRs Among Providers. A fair recommendation system aims
to achieve consistency in the CTRs among product providers. In other words,
the recommendation is fair if the CTRs of all providers are equal:

CTRpi = CTRpj ,∀pi, pj ∈ P (3)

To measure the level of fairness among providers, we calculate the average
of all providers’ CTRs as the baseline:

CTRavg =

∑|P |
j=1

∑|U |
s=1 CTR(ipj ,us)

TR
. (4)

The difference between the baseline and a provider’s CTR is defined as:

PCF p = CTRavg − CTRp. (5)

When PCF p > 0, it indicates that the CTR of product provider p is lower
than the average level, which is unfair to product provider p. Conversely, when
PCF p < 0, it implies that the CTR of product provider p is higher than the
average, which is unfair to other product providers.

Furthermore, we use the variance of all providers’ CTRs to evaluate the
overall fairness level among product providers.
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3.4 Potential Gains of the Platform

Pay-Per-Click (PPC) is a common pricing model used by platforms to charge
product providers, and it is widely adopted by companies such as Taobao,
Google, and Baidu [14]. Therefore, we utilize PPC as a metric to estimate the
total potential gains of the platform.

The PPC can vary for different providers as it is negotiated between the
providers and the platform. Let valuep denote the PPC for provider p. The
expected gains from a position can be calculated as follows:

TC(ipx) = CTR(ipx) ∗ valuep (6)

When the platform prioritizes its own potential gains, it tends to promote
products with higher PPC rankings to increase its revenue. The total potential
gains of the platform can be estimated using the following equation:

Gains =
∑|P |

y=1

∑|ipy |
x=1 CTR(ipy

x ) ∗ valuepy . (7)

3.5 Relations Among Recommendation Quality, Provider Fairness,
and Platform Gains

Experimental studies [20] have shown that when a recommender system per-
fectly aligns with users’ preferences, it often leads to unfairness among product
providers. Additionally, the potential gains of the platform are closely related to
the PPC. When we make adjustments to the rankings to achieve fairness among
product providers or maximize platform gains, the following three observations
can be made:

Observation 1: Any recommendation that prioritizes objectives other than
user preferences will result in lower recommendation quality compared to the
original recommendation list loriu , which is designed to best match users’ prefer-
ences.

When the system modifies the original recommendation lists to enhance fair-
ness among product providers’ CTRs, the nDCG (lrecu ) value becomes less than
1. However, the PPC of a provider remains independent of their CTRs, and the
platform’s interests do not exhibit any systematic changes. Hence, we observe:

Observation 2: Strategic adjustments made to the recommendation list loriu to
improve fairness among providers lead to a decrease in recommendation quality
and random changes in the platform’s interests.

When the system modifies the original recommendation lists to increase the
platform’s potential gains, the rankings of products from providers with higher
PPCs are promoted, causing nDCG (lrecu ) to become less than 1. However, the
fairness among providers remains unchanged since the CTRs of each position
are independent of the PPCs of individual providers. Therefore, we have:

Observation 3: As the potential gains of the platform increase, recommenda-
tion quality decreases, while fairness among providers’ CTRs remains unaffected.

Based on the above observations, achieving fairness in recommendations for
the interests of all three stakeholders requires sacrificing recommendation quality
in order to enhance fairness among providers and maximize platform gains.
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4 FRS4CPP: The Fair Recommendation Strategy
Considering Interests of Customers, Providers,
and Platform

Based on the analysis in Sect. 3.5, we have devised the strategy for fair recom-
mendation that takes into account the interests of users, product providers, and
platforms.

4.1 Strategy Design

To achieve fairness among product providers or maximize platform gains, it is
necessary to lower the recommendation quality. However, we aim to minimize the
impact on recommendation quality. Therefore, we combine all these objectives
into a single value:

V alueFRS4CPP = w1 ∗ vrq + w2 ∗ vfp + w3 ∗ vPG (8)

Here, vrq, vfp, and vPG represent utilities related to recommendation quality,
fairness among providers, and potential gains of the platform, respectively.

As analyzed in Sect. 3, this problem can be reduced to a knapsack problem,
which is known to be NP-complete even when considering the interests of only
two sides. For instance, when considering recommendation quality and provider
fairness, the length of the recommendation list can be considered as the knap-
sack capacity, the products to be recommended as the items to be placed in
the knapsack, and maximizing provider fairness as the objective. The problem
becomes more complex when the potential gains of the platform are taken into
consideration. Hence, we propose heuristic fairness recommendation strategies
to address this problem.

4.2 Algorithms for Implementing the Strategy

We employ three algorithms to implement FRS4CPP.

Overall Score-Based Algorithm (OSA). OSA calculates a synthetic score
for each product in each position of the list and selects the products with the
highest score for each position, starting from the highest position and moving
downward. The score of a product for position x is computed using Eq. 7:

scoreix =
vi,u

log2 (x + 1)
+ α ∗ PCF p + β ∗ valuep (9)

The factors influencing recommendation quality are the relevance between
users and products. The fairness among providers PCF p represents the cumula-
tive fairness of an individual provider over multiple rounds of recommendations,
thus affecting the system’s dynamic adjustment of the current recommendation
list. The main factor influencing the potential gains of the platform is the pcp
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of product provider p. We assign weights to PCF p and valuep according to the
following rules: 1) to account for magnitude differences among the three inter-
est measurements and 2) to adjust the relative importance of the three interest
measurements. If the system emphasizes recommendation quality, the values of
α or β should be reduced. If the fairness among product providers or the poten-
tial gains of the platform are given more attention, the values of α or β can be
correspondingly increased.

OSA reorders the original list loriu only if score
ix−1
x−1 < scoreixx . In this case,

the original list loriu is modified, and PCF p
x or the platform’s potential gains

increase.

Two-Round Reordering Algorithm (2RA). The 2RA strategy consists of
two steps:

Step 1: We calculate the benefit score for both recommendation quality and
fairness among providers by weighting and evaluating the factors. Each product’s
score for a given position in the top-k ranking is determined, and the product
with the highest score is selected for each position, from highest to lowest, as the
first round of recommendation results. The calculation method for both sides is
presented in Eq. 10:

scoreix =
vi,u

log2(x + 1)
+ a ∗ PCF p. (10)

Step 2: The recommendation list obtained in the first step is fine-tuned to max-
imize the platform’s potential gains. We compare the price per click of adjacent
products in the recommendation list obtained from the first step. If the differ-
ence between the products at positions x and x − 1 exceeds a threshold value
(�price), we exchange the products at these positions.

In the first step, we adjust the list based on the interests of both sides. In the
original list loriu , for products ranked at positions x and x − 1, where vx−1 ≥ vx,
we change the list loriu only if the fairness among providers’ click-through rates
(CTRs) satisfies PCF p

x > PCF p
x−1. As a result, the position of the provider

with a lower CTR rises, increasing the fairness of provider CTRs.In the second
step, the products at positions x and x − 1 are exchanged when the following
condition is met:

valuepx − valuepx−1 > �value. (11)

This leads to an increase in the platform’s potential gains. The value of �price
determines the extent to which the second step influences the first step.

Tree-Round Reordering Algorithm (3RA). 3RA determines the final list
of recommendations through three rounds of selection and sorting. We select the
products in the order of the original list to guarantee the user’s recommendation
quality:
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The 1st Round: The products whose providers’ CTRs are lower than fair CTR
(PCF > 0), and whose PPC are lower than the average of PPC (valuepi > value)
are listed in the recommended list lrecu .

The 2nd Round: The products whose product providers’ CTRs are lower than
fair CTR (PCF > 0), or whose PPCs are lower than the average CTR (valuepi >
value) are still listed in the recommended list lrecu .

The 3rd Round: The remaining products are sequentially added to the list based
on their relevance, taking into account the recommendation quality.

In the 3RA strategy, the three rounds of selection are conducted in a sequen-
tial manner, following the original order, with each round considering the rec-
ommendation quality during reordering. In the first round, the emphasis is on
prioritizing products that enhance fairness among providers and maximize the
platform’s potential gains. The ranking of products that align with the interests
of all three parties is placed at the forefront of the list, ensuring the maximum
alignment of interests. In the second round, the focus is on selecting and sorting
products that further improve fairness among providers or increase the plat-
form’s potential gains. Products that cater to the interests of the user and either
the provider or the platform are given secondary priority. This ensures a cer-
tain degree of alignment between the interests of the two sides. The first two
rounds of reordering already include products that significantly enhance fairness
among providers or maximize the platform’s potential gains. Therefore, in the
third round of reordering, only the recommendation quality is considered, as the
primary objective.

4.3 Time Complexity Analysis

In OSA, the algorithm calculates the scores of each product in each position,
selects the product for each position based on the scores, and updates the CTRs
of providers. In the worst-case scenario, the time complexity is O(k2 + kn).
However, in practice, the number of providers (n) is typically greater than the
length of the recommendation list (k), resulting in a time complexity of O(kn)
for OSA. Similarly, in the first step of 2RA, the algorithm calculates the scores
of each product in each position, selects the product for each position based
on the scores, and then fine-adjusts the product’s position in the second step
using click values. Finally, it updates the providers’ CTRs. Therefore, the time
complexity of 2RA is also O(kn). In 3RA, the algorithm updates the CTRs of
providers after three rounds of selection. Thus, the time complexity of 3RA is
also O(kn).

5 Experiments

5.1 Datasets and Metrics

To conduct our experiments, we utilize a desensitized dataset from Taobao. The
original dataset comprises behavior data from 1.14 million users over a span of 8
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days. For our experiment, we extract behavior data from 10,782 users to create
a new dataset.

To generate the original recommendation lists, we employ the ALS algo-
rithm to match users with products. However, obtaining the PPC (Pay-Per-
Click) information for each provider is challenging, if not impossible, due to
its confidential nature. To simulate the PPC information, we generate random
numbers between 0 and 1, following a normal distribution, to represent the PPC
values.

For evaluating the recommendation quality, fairness among product
providers, and potential gains of the platform, we utilize the metrics introduced
in Sect. 3.

Fig. 1. Cumulative Value of nDCG Fig. 2. Variance of CTRs of Providers

Fig. 3. Cumulative Potential Gains of Platform



FRS4CPP: A Fair Recommendation Strategy 373

5.2 Compared Approaches

In our comparative analysis, we evaluate our proposed approach against the
following algorithms:

1) Top-k. This algorithm is based on item-based collaborative filtering and
directly recommends the top-k items, focusing solely on maximizing recom-
mendation quality.

2) An ILP-based fair ranking mechanism. This algorithm utilizes Integer Linear
Programming (ILP) to ensure Quality Weighted Fairness in provider expo-
sure. It aims to minimize the absolute difference between the two cumulative
values while considering recommendation quality as a constraint.

3) C-Provider. This algorithm considers only recommendation quality and
provider fairness, without any deliberate bias towards specific providers. We
utilize the result of the first step of the 2RA algorithm to generate a recom-
mendation list.

4) C-Platform. This algorithm considers only recommendation quality and the
platform’s potential gains, without favoring any specific providers. We utilize
the second step of the 2RA algorithm to generate a recommendation list.

5.3 Experimental Results

Figures 1, 2 and 3 present the experimental results, demonstrating that the three
algorithms trade off a portion of the recommendation quality to improve fairness
among providers and increase the potential gains of the platform.

Table 1. The Result of the Experiment Considering Two side Interests

Algorithms nDCG Variance of CTRs Platform Gains

Top-k 10782 0.0404 20000

C-Platform 10503 0.0398 21808

C-Provider 10300 0.0234 20180

It can be observed that the cumulative nDCGs of the post-processed recom-
mendation results, denoted as the sum of cumulative nDCGs, are lower than the
sum of cumulative nDCGs in louri (the original list) when considering the objec-
tives of platform potential gains and fairness among providers. This confirms the
validity of Observation 1.

Table 1 presents the experimental results of the C-Provider algorithm. It can
be seen that when the system considers the goals of recommendation quality
and fairness among providers, the platform’s potential gains in the C-Provider
algorithm (20180) only slightly deviate from the original list louri of the Top-k
algorithm (20000). Therefore, Observation 2 is supported. Similarly, the exper-
imental results of the C-Platform algorithm demonstrate that when the system
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considers recommendation quality and platform’s potential gains, the variance
of providers’ CTRs (0.0398) is slightly lower compared to the original list louri
(0.0404). This supports Observation 3.

Furthermore, the results of the ILP-based fair ranking mechanism highlight
that while the algorithm ensures recommendation quality and fairness among
providers, it performs poorly in terms of platform potential gains.

Experiment Results of OSA. In the OSA algorithm, this experiment involves
adjusting the weight coefficient α of PCF (Provider Cumulative Fairness) and
the weight coefficient β of the potential gains of the platform. The results of
adjusting α are presented in Fig. 4:

Fig. 4. The Change of CTRs of
Providers

Fig. 5. The Change of Potential Gains
of Platform

As the weight coefficient α gradually increases from 0 to 20, the variance of
the provider’s CTRs shows a decreasing trend and eventually stabilizes. This
indicates that when the system prioritizes the fairness among providers, the
level of unfairness among them gradually diminishes but cannot be completely
eliminated.

The experimental results of adjusting β are depicted in Fig. 5. As β increases
from 0 to 10, the platform’s potential gains demonstrate an upward trend and
eventually stabilize. Assuming that the recommended products are sorted in
descending order of PPCs (Pay-Per-Click), the platform’s potential gains reach
their maximum. However, in practice, the achieved potential gains may not reach
the absolute maximum due to other constraints and factors.

It is evident that while the OSA algorithm experiences a decrease in recom-
mendation quality to some extent, both the fairness among providers and the
platform’s potential gains are improved.
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Experiment Results of 2RA. To examine the impact of �price on the first
step and its influence on the platform’s potential gains, this study adjusts the
value of �price.

To investigate the effect of the algorithm on recommendation quality, we
introduce a binary weight Q to represent the consideration of recommendation
quality in the first step of scoring. When Q = 1, the algorithm takes recom-
mendation quality into account. As presented in Table 2, as �price gradually
decreases, the platform’s potential gains increase, the fairness among providers
improves, and the recommendation quality decreases. When Q = 0, indicating
that recommendation quality is not considered, the nDCG (Normalized Dis-
counted Cumulative Gain) for recommendation quality is 9845. In the case of
Q = 1, as �price → 0, the second step has the most significant impact on
the outcome of the first step, resulting in cumulative nDCGs of 10100, which
surpass the result when recommendation quality is not considered. Hence, even
when �price → 0, the influence of the second step on the recommendation
quality of the first step remains limited, and the 2RA algorithm can ensure
recommendation quality.

Table 2. The Result of the Experiment on 2RA

�price Q a nDCG Variance of CTRs Platform Gains

1 1 5 10300 0.0234 20277

0.5 1 5 10286 0.0223 20313

0.25 1 5 10205 0.0214 20636

0.1 1 5 10160 0.0211 20736

0.01 1 5 10106 0.0211 20891

0.001 1 5 10100 0.0212 20900

0.0001 1 5 10100 0.0212 20900

0.00001 1 5 10100 0.0212 20900

0.25 0 5 9845 0.0208 20501

0.25 1 0 10503 0.0398 21808

Regarding the 2RA algorithm, as depicted in Fig. 1, compared to the Top-
k algorithm, there is a certain decrease in recommendation quality. However,
there are noticeable improvements in both the fairness among providers and the
platform’s potential gains.

Experiment Results of 3RA. When the recommendation quality is not con-
sidered, as in the case of Q = 0, an experiment called CFPRM is conducted. The
results of the CFPRM algorithm and 3RA are presented in Table 3. The result
indicates that 3RA ensures a certain level of recommendation quality.
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Table 3. The Result of the Experiment on 3RA

Algorithms nDCG Variance of CTRs Platform Gains

Top-k 10782 0.0404 20000

CPFRM 9845 0.0208 20501

3RA 10266 0.0291 21520

It can be found from the results that the 3RA manages to control the decrease
in recommendation quality to a certain extent, while simultaneously improving
both the fairness among providers and the potential gains of the platform.

6 Conclusions

This paper aims to address the interests of users, providers, and the platform
by improving fairness among providers, maximizing the potential gains of the
platform, and ensuring recommendation quality. To achieve this goal, we propose
a fair recommendation strategy and design three algorithms to implement it.

In this paper, we process the original top-k recommendation list through post-
processing methods (reordering) to obtain a recommendation list that satisfies all
three objectives. In the future, we can explore in-processing approaches, where we
directly revise the recommendation algorithm itself to achieve these objectives.
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18. Sühr, T., Biega, A.J., Zehlike, M., Gummadi, K.P., Chakraborty, A.: Two-sided
fairness for repeated matchings in two-sided markets: a case study of a ride-hailing
platform. In: the 25th ACM SIGKDD International Conference, pp. 3082–3092
(2019)

19. Wu, C., Wu, F., Wang, X., Huang, Y., Xie, X.: FairRec: fairness-aware news rec-
ommendation with decomposed adversarial learning (2020)

20. Wu, Y., Cao, J., Xu, G., Tan, Y.: TFROM: a two-sided fairness-aware recom-
mendation model for both customers and providers. In: Proceedings of the 44th
International ACM SIGIR Conference on Research and Development in Informa-
tion Retrieval, pp. 1013–1022. Association for Computing Machinery, New York
(2021)

21. Wu, Y., Zhang, L., Wu, X.: On discrimination discovery and removal in ranked
data using causal graph. In: Proceedings of the 24th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, pp. 2536–2544. ACM, New
York (2018). https://doi.org/10.1145/3219819.3220087

22. Yang, K., Stoyanovich, J.: Measuring fairness in ranked outputs. In: Proceedings
of the 29th International Conference on Scientific and Statistical Database Man-
agement (2017). https://doi.org/10.1145/3085504.3085526

23. Zhao, H.Y., Zhou, P., Chen, Q.K., Cao, J.: Fairness evaluation methods in rec-
ommender system: current research and prospects. J. Chin. Comput. Syst. 43(3),
456–465 (2022)

https://doi.org/10.1145/3351095.3372848
https://doi.org/10.1145/3213586.3226206
https://doi.org/10.1145/3366423.3380196
https://doi.org/10.1145/3219819.3220088
https://doi.org/10.1145/3219819.3220088
https://doi.org/10.1145/3219819.3220087
https://doi.org/10.1145/3085504.3085526

	FRS4CPP: A Fair Recommendation Strategy Considering Interests of Users, Providers and Platform
	1 Introduction
	2 Related Work
	3 Fair Recommendation for the Interests of Users, Providers, and Platform
	3.1 Notations
	3.2 Recommendation Quality
	3.3 Fairness Among Product Providers
	3.4 Potential Gains of the Platform
	3.5 Relations Among Recommendation Quality, Provider Fairness, and Platform Gains

	4 FRS4CPP: The Fair Recommendation Strategy Considering Interests of Customers, Providers, and Platform
	4.1 Strategy Design
	4.2 Algorithms for Implementing the Strategy
	4.3 Time Complexity Analysis

	5 Experiments
	5.1 Datasets and Metrics
	5.2 Compared Approaches
	5.3 Experimental Results

	6 Conclusions
	References


